What happens between pre- and post-tests: Multiple measurements of student understanding during an introductory physics course
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To characterize the evolution of student understanding better than what is possible by pre- and post-testing, we posed simple conceptual questions several times per week to separate, randomly selected groups of introductory physics students. This design avoids issues of retesting and allows for tracking of student understanding of a given topic during the course with a resolution on the order of days. Based on the data from over 1600 students over five quarters, we found significant and interesting changes in performance on time scales of days and weeks. We found that the response curves of performance versus time can be divided into four categories: flat (no change), step-up, step-up and decay, and step-down. We examined changes on a 1 day time scale and found that changes in performance did not coincide with relevant traditional lectures or laboratories, but coincide with due dates of relevant on-line homework that provides immediate feedback. This method is well suited to measuring the effect of particular instructional events as well as providing insight into the nature of student understanding and learning. © 2010 American Association of Physics Teachers.
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I. INTRODUCTION

How much does student understanding of a particular physics topic change over the course of instruction? To answer this question, instructors and education researchers have commonly administered pre- and post-tests to students at the beginning and end of a course or unit. Measuring changes in student understanding between pre- and post-tests can also be of significant interest. For example, measuring understanding throughout a course can help address questions such as does learning of a particular topic occur during lecture, homework, or some other part of the course? Are there rapid rises and decays in understanding? Does learning one topic interfere or help with understanding of another related topic? These kinds of questions can be better answered by measuring student understanding on time scales of days and weeks throughout the course.

In this paper, we report on the evolution of student responses on several conceptual questions posed several times per week throughout an introductory physics course to separate, randomly chosen groups of students enrolled in the course. We present these data in the form of “response curves,” namely, graphs of performance on given questions as a function of time. In a recent paper,1 we identified some interesting features such as peak-and-decay and temporary interference in a few response curves from a portion (representing one quarter) of the data presented here. Here, we report on a larger collection of data from ten classes (~1700 students, five quarters) to more systematically present and highlight results from the study.

II. BACKGROUND AND RATIONALE

The goal of this study is to measure and characterize general patterns of changes in student understanding of a select set of physics topics throughout a course. We will operationally define a measurement of student understanding as the performance on simple conceptual multiple-choice problems. This definition has its limitations because it does not include the richness of dimensions that can describe the complex nature of understanding and performance. Some formal methods such as the microgenetic method2,3 employ frequent quantitative and qualitative measures of complex learning processes such as problem solving. These methods are limited in practice to a small number of students. In contrast, multiple-choice tests may be administered to large numbers of students, allowing for the construction of statistically reliable response curves.

The validity of the simple multiple-choice questions used in this study was supported in several ways. After the questions were administered, we conducted informal, short postinterviews with most of the participants to verify that the questions were understood as intended and their answers were interpreted appropriately. To the extent that validity is partially supported from correlations with other measures of relevant knowledge, most of the questions used in this study were significantly correlated with the final course grade ($p < 0.05$). Most of the response curves show features that coincide with relevant instruction, lending further support to construct validity. A number of questions were derived from questions in more formally validated assessments such as CSEM (Ref. 4) and DIRECT,5 or are questions commonly found in lectures or the conceptual question section in the end of the textbook chapters.

We have found no other studies that continually track understanding of populations of students on time scales of days or weeks during instruction. Most previous work on the evolution of student knowledge either studied the long-term retention of knowledge after the end of instruction and/or involved pre- and post-tests a few days or weeks before and after instruction. Outside of physics education, there have been a number of studies on long-term retention, typically on
the order of a few weeks to a few years after instruction, extending to up to 50 years, as summarized in extensive reviews.8,7

In the physics content area, there are a few small scale empirical studies of student retention8–10 or short term changes in student understanding (see, for example, Refs. 11 and 12), and some discussion about models and methods of measuring changes in understanding.11,13,14 The vast majority of studies of changes in student understanding in physics education involve pre- and post-testing, usually to compare the effectiveness of instructional methods (see, for example, Ref. 15). Ding et al. found that pre- and/or post-tests can change significantly by varying the day on which it is administered. They identified changes in particular questions relevant to the lectures just before the test as the cause, thus highlighting the importance of changes in understanding on smaller time scales.

There are several fundamental reasons to expect interesting changes in student performance on time scales of the order of days and weeks. Because forgetting of knowledge occurs on all time scales, with the largest loss occurring just after learning.6,7,17 it is possible that much knowledge learned in a physics class may be forgotten within hours or days after learning. Also, although learning complex skills such as problem solving may take weeks or even years, learning simple concepts such as an electric field exists around a charged particle could happen quite rapidly. Finally, the learning of one topic may interfere with the understanding or learning another topic, as is well documented in Refs. 18 and 19. Because learning of a topic may happen quickly, interference may happen quickly as well.

III. EXPERIMENTAL DESIGN

One major challenge in measuring the evolution of student understanding is the potential for unwanted effects of retesting students. For example, in simple memory tasks, students who were tested between training and a final test, even with no feedback, tended to score higher compared to those who spent time studying the material instead of testing.20,21 Although more complicated physics conceptual tests may have minimal retesting effects when the testing is separated by many weeks,22 it is not unreasonable to assume that taking the same test twice within a period of a 1–3 days and/or many times during a course may introduce retesting effects.

To avoid any potential effect of retesting, the design is a between-student cross sectional study rather than a within-student longitudinal study. During each course, we systematically cycled through all of the students once by quasi-randomly selecting a group of students (that is, by randomly selected recitation sections) for testing each week of the course. Each group was considered to be statistically equivalent, allowing for comparison of performance between groups throughout the quarter. To verify that the groups were reasonably equivalent in ability, we performed for each question an ANOVA test comparing average final course grades of the groups for each week and found no significant differences between groups (all p-values >0.10). This equivalency allowed for comparison of weekly averages using a simple chi-squared analysis. To further verify that the results were not biased by groups with higher grades, we also performed statistical analysis for each question (when possible) using a general linear model, including week as a factor and final grade as a covariate. The results increased or decreased p-values by only small amounts, not enough to alter our conclusions about the statistical significance of the observed features. The response curves reported here have obvious features (large effect sizes), and none of the curves of the average final course grade versus time or response curves of other test questions on unrelated topics follow the same pattern. In short, the response curves reported in this paper do not appear to be explainable by differences in the average grade between the groups or average performance on other unrelated questions. Thus, our assumption that the groups were equivalent prior to instruction is reasonable.

A. Participants and method

The participants in this study were students enrolled in a first quarter (Mechanics) or second quarter (Electricity and Magnetism) introductory calculus-based physics course primarily designed for engineering students. Each lecture section had a typical enrollment of 170. We studied two lecture sections each quarter for five quarters during the academic years 2007–8 and 2008–9. A total of 1694 students participated over five quarters, with roughly equal numbers of student each quarter. For each quarter, the instructor was a regular physics faculty member who taught both sections. We had four different faculties; three had taught the course a number of times previously and one was a first-time teacher of the course. The instructional method was a traditional lecture format, with no interactive methodology (such as voting machines) used beyond the occasional answering of a question from a student. In addition to the three lectures per week, there was one recitation and a traditional laboratory with “cookbook-like” confirmatory laboratory activities.

Homework was assigned via WebAssign once per week and consisted of ≈10 typical end of chapter problems.24 The answer format was usually typed in numerical answers or multiple-choice with no work shown. Immediate feedback was given for answers, and students could have up to ten attempts without penalty to input the correct response.

In addition to the standard homework, students were also given a “flexible homework” assignment as part of their regular course credit (for participation). This homework assignment consisted of participating in a 1 h session in our physics education research laboratory, where students completed some combination of training, testing, and interviewing. Data reported in this study are from these sessions. Each week during the course we would randomly select one to two laboratory sections (out of a total of about 14) and ask students to sign up for flexible homework. About 95% of the students typically participated in the flexible homework and all of these students participated in the study.

During the flexible homework session, students were asked to answer the questions as best they could even if they have not seen the material yet. They sat at individual stations in a quiet, proctored room to answer several series of physics questions either with pencil and paper or on the computer. Students completed the material at their own pace. Afterward we would informally ask students whether they had any questions and/or to explain their answers. We observed during these sessions that students made an effort to answer the questions to the best of their ability.

In addition to the data collected from the flexible homework session, we also collected materials such as the syllabus, laboratory book, and homework assignments to deter-
mine more precisely when relevant events in the course, such as a lecture or laboratory on a particular topic, occurred. Lectures were observed, and field notes on lecture content were recorded including the approximate level of attendance. We also collected the grades for each student in the course.

B. Analysis of data

We used a straightforward three-phase strategy to look for patterns. The first phase was to bin the data for each question by day, week, and 2 week intervals, and perform a chi-squared test of independence for each binning. This phase was a critical first test to determine whether there was any significant variation in student performance for each test item. A total of 126 test items was used over the course of the study, and we found that there was significant variation in performance on 37 (about 30%) of the items. Binning did not qualitatively change this result. For all but two of the questions, the patterns were replicated in more than one quarter. The two that were not replicated (the questions in Sec. V and VI, Figs. 3 and 5) were administered in only one quarter, and the results were very large and significant. Because the goal of this paper is not to compare instructors but rather to characterize general kinds of patterns in student performance, we did not distinguish between instructors. Nonetheless, the performance on specific questions between classes with different instructors was largely similar, and the method used here could be used to design more focused studies comparing instructional methods.

The second phase of the data analysis consisted of an examination of the response curves of the questions with significant variation to determine whether the significant variations occurred during relevant instructional events and to determine the general pattern of the variation. All of the variations found coincided with relevant instructional events; we found no curves with sudden significant increases or decreases that were not coincident with relevant instruction events. In this phase we noticed four general categories of response curves (flat, step-up, rise and decay, and step-down), and these categories coincide well with the general causal mechanisms of learning, decay, and interference.

The third phase consisted of straightforward statistical tests to determine whether the response curve features were consistent with simple learning, rise and decay, or interference. Simple learning (step-up in performance) was tested using a chi-squared test for independence, comparing performance before and after relevant instruction. Testing for significant rise and decay also used the chi-squared test to compare performance before and just after instruction and to compare performance between just after and long after instruction. Testing for interference (step-down in performance) was similar to simple learning. Because the features of the response curves were easily distinguishable, many of them could also be verified as statistically reliable by inspecting the response curves including error bars.

Although the analysis used in this paper is valid for the purposes of a simple characterization of the general response curve patterns, a more precise quantitative analysis requires a more detailed model for the shape of the curves, such as a simple model for learning and memory decay based on cognitive psychology models briefly described in Ref. 1. Such a quantitative analysis, for example, using maximum likelihood estimation methods, allows for more precise quantitative parametrization, comparisons, and hypotheses testing. Such an analysis is beyond the scope of this paper and is a fertile area for more in-depth investigation.

C. Comment on nonlongitudinal data

One must be careful in making inferences about the evolution of individuals from nonlongitudinal data. In particular, we must keep in mind that the nature of the response curves represent the evolution of the average of the population and does not necessarily imply that individuals follow this same path. For example, a “rise and decay” population average response curve could be comprised of two subpopulations, one that steps up in performance while the other is flat, then decreases. Without a longitudinal study of individuals, there is no way of being certain how particular individuals or subpopulation of individuals evolve.

Nonetheless, from a larger perspective, cross sectional data, such as the evolution of the class average, can produce useful information to instructors and education researchers, and some conclusions can still be made about the evolution of individuals. For example, we can rule out the hypothesis that a significant population of students individually follows a given pattern if the response curve does not follow this pattern. We can also make useful and reasonable assumptions about factors that may separate subpopulations of students into different response curves, such as math ability or final grade, and increase our confidence that a significant number of students in a given subpopulation are following or not following a given path.

IV. FLAT CURVES: PERFORMANCE AT CEILING OR FLOOR?

As stated, about 70% of the conceptual questions resulted in no significant variation in student performance over the quarter. This result is consistent with several seminal physics education research studies, which found a lack of change from pre- to post-test for many simple conceptual questions (see, for example, Refs. 29 and 15). The lack of difference between pre- and post-test scores does not preclude the possibility that temporary peaks may occur during the quarter. In any case, it is striking to see smooth, flat curves, that is, no change on a given question over the course of the quarter, even during instruction relevant to the question.

Figures 1 and 2 present examples of flat response curves and the corresponding questions. For these and most of the other graphs in the paper, the time window of the relevant instruction, which includes lecture, homework, and laboratory, is also indicated. The questions in Fig. 1 are part of an instrument in development, and the questions have been shown to be reasonably valid and reliable.30 The first question in Fig. 1 tests for the misconception that the net force on an object must be in the same direction as its motion. The score on this question remains unchanged throughout the quarter ($\chi^2(7) = 7.0, p=0.43$). The second question in Fig. 1 is an easy one about velocity and acceleration and correct responses remain unchanged throughout the quarter ($\chi^2(7) = 2.6, p=0.90$). The question in Fig. 2 is a simplified version of a question from DIRECT, an instrument for assessing understanding of direct current circuits.5 The scores on this question do not change over the quarter ($\chi^2(9)=6.0, p=0.74$).
The upper curve in Fig. 1 with an average score of 83% is likely at ceiling (that is, effectively at maximum performance), and the lower curve with an average of 14% is likely at floor (that is, effectively at minimum performance). It might also be the case that the question in Fig. 2, with an average score of 47%, is also scoring near floor. Because there are three possible answer choices for this question and only 15% of students chose “equal,” most students choose between “brighter” or “dimmer,” and the proportion choosing each remained constant throughout the quarter. Thus, it is possible that most students were randomly guessing one of these two choices, resulting in about half getting the problem correct throughout the quarter. It is also possible that half of the students always knew the correct answer throughout the quarter, although from our informal debriefings with students, this possibility seems highly unlikely. The result that flat curves were either at floor or ceiling was consistent throughout our study.

V. STEP-UP

The “step-up” in performance response curve is characterized by an initial interval of no change in performance, followed by a rapid increase to a new level of performance that is maintained for the remainder of the course. We found step-up curves in about 15% of our items. All step-up curves coincided with a relevant instructional event, such as a relevant homework, and there were no step-ups observed that did not coincide with a relevant instructional event. Figure 3 presents the response curve for a question that might be found in a typical lecture on the electric field or in the conceptual questions section at the back of a textbook chapter. The weekly average proportion of correct responses changes over the course, \( \chi^2(9) = 38.6, p < 0.0001 \), with a clear step-up response showing a significant difference between the average scores before (9%) and after (54%) instruction, \( \chi^2(1) = 33.9, p < 0.0001 \), and Cohen’s effect size of \( d = 1.13 \). The
most popular incorrect response is “a” due to the common misconception that the contribution from the closer plate is greater.

Figure 4 probes well-known difficulties that students have with understanding circuits.32,33 This curve displays a significant difference in performance during the course, $\chi^2(9) = 20.9, p = 0.01$, with a significant step-up during instruction showing a significant difference between the average scores before (19%) and after (41%) instruction, $\chi^2(1) = 16.1, p < 0.0001$, and $d = 0.5$.

VI. RISE-DECAY ON SCALE OF WEEKS

To the extent that a particular topic is addressed for only a limited time during the course, it might be expected that student performance would rise during instruction and decay afterward. We found about 10% of our items follow this pattern. Figure 5 shows a rise and decay curve resulting from a simple question about electric fields. The curve significantly changes during the course, $\chi^2(9) = 28.1, p = 0.001$, with a clear peak during instruction and subsequent decay. As to be expected, the most popular incorrect answer is “c” (the field is greater near the infinite plates), which most students chose overwhelmingly at the beginning and end of the course, but not as much during instruction. This pattern might be an example of a misconception returning after instruction.

Figure 6 presents a rise and decay curve, though the curve is more complicated. There is another rise in the last week, which is likely due to a review homework assignment at the end of the quarter that included similar questions. This particular rise will be discussed more in Sec. VIII. Although the performance changes significantly during the course, $\chi^2(8) = 16.2, p = 0.04$, there is reason to believe that the decrease in performance is due to explicit interference with a related topic.

VII. INTERFERENCE

When two topics are perceived as related, the learning of one may interfere with the learning and memory of the other.
For example, much evidence suggests that a major cause of forgetting a particular piece of knowledge is the learning of new knowledge, especially if the new knowledge is in some way similar.\textsuperscript{17,18} Therefore, the decay (forgetting) curves from Sec. VI could be viewed as a special case of interference, where the interference is small and continuous. In this section we will consider interference when the decrease in performance is large and rapid (order of days) and is coincident with the introduction of a similar topic that would plausibly give rise to interference. We found about 5\% of our items exhibited interference.

The first example of interference involves vector and scalar quantities in electromagnetism. We have found that students often fail to recognize the importance of remembering the vector nature of the electric field $E$ and the scalar nature of the electric potential $V$. This confusion might occur because the concepts of electric field and electric potential are both unfamiliar, abstract quantities used in electrostatics and are perceived as two highly similar quantities by students. As a result, $E$ and $V$ may interfere with each other in the course of learning and problem solving. When students are asked questions about $E$ or $V$ for particular charge distributions, they often seem to treat either of them as a vector or a scalar, depending on the question.\textsuperscript{34}

In Ref. 1 we provided evidence that learning about the electric potential interferes with student understanding of the vector nature of an electric field. The example of interference in Fig. 7 in this paper replicates this finding and extends it to demonstrate that not only does learning about electric potential interfere with the understanding of electric field, but learning about the electric field (and magnetic field) can interfere with understanding of electric potential. In particular, as shown in Fig. 7, students correct “vectorlike” responses to $E$-field questions increased during instruction about $E$, then quickly turned to the scalarlike responses during the instruction on $V$, and then returned to vectorlike responses after the instruction of $V$ ended and the instruction on the vector magnetic field began. The responses marginally change over the course, $\chi^2(16)=25.2$, $p=0.065$, and the average vector response is higher during electric and magnetic field instruction (61\%) than during electric potential instruction (46\%), $\chi^2(1)=5.8$, $p=0.02$, and $d=0.3$. Conversely, as shown in Fig. 6, during electric field instruction, students begin to use (incorrect) vectorlike responses, then turn to (correct) scalarlike responses during electric potential instruction, and then return to vectorlike responses during magnetic field (vector) instruction. The responses significantly change over the course, $\chi^2(16)=36.2$, $p<0.01$, and the average scalar response is higher during electric potential instruction (59\%) than during electric and magnetic field instruction (43\%), $\chi^2(1)=7.5$, $p<0.01$, and $d=0.3$.

In brief, Figs. 6 and 7 indicate that a significant number of students answer both $E$ and $V$ questions as vectorlike during vector field instruction ($E$ and $B$) and answer as scalarlike during scalar field instruction ($V$). Although the effect size ($d=0.3$) is small, it appears to be reliable, and we have seen the effect in two separate quarters.

The second example of interference involves the electric force and the magnetic force. Because the representations of vector $E$ fields and $B$ fields are often similar, and both are invisible fields that exert a force on a charged particle, we might expect that students can confuse the electric force on a charged particle with the magnetic force. Figure 8 shows the evolution of student responses to a simple question about the direction of the magnetic force on a charged particle. Before magnetic force instruction, there were a significant number of students (57\%) answering (incorrectly) that the force is in the direction of the magnetic field, especially just after $E$-field instruction.\textsuperscript{35} Following this phase, there was a clear rise in the correct responses during/after magnetic force instruction (63\%) compared to before instruction (14\%), $\chi^2(1)=66.1$, $p<0.0001$, and $d=1.1$. Consistent with Ref. 4, this result indicates that the learning of electric force may interfere with students’ understanding of magnetic force in that they initially assumed that a magnetic field exerts a force on a (positively) charged particle in the direction of the field, just as an electric field would, because they have not been taught otherwise. Once taught, many students learn magnetic force quickly.

The more dramatic signal of interference\textsuperscript{36} comes from the response curve of an equivalent question about the electric force, as shown in Fig. 9. Early in the quarter students answered that the electric force is in the direction of the field as they were taught, and 65\% answered correctly. Once magnetic force was taught, there was a sudden decrease to 44\% of correct answers in the direction of the field and a rise from 11\% to 43\% in answers perpendicular to both the velocity $v$ and $E$, similar to the magnetic force which is perpendicular to $v$ and $B$, $\chi^2(1)=34.8$, $p<0.0001$, and $d=0.8$. By comparing Figs. 8 and 9, we see that movement away from the correct electric force answer occurs only about 1–2 weeks after there is significant learning of the $B$-field force.
VIII. RAPID CHANGES

We have sections discussed changes in student performance on a time scale of weeks. Because data were typically collected several times per week, we can observe changes on the time scale of days. This increased time resolution can help us answer some new questions, including whether performance changes on the scale of days and if so, whether sudden increases in performance coincide with the relevant lecture, homework, laboratory, or recitation.

The example shown in Fig. 10 is a question about circuits that is closely related to a question in DIRECT. There are two notable features of this response curve. First, there is a rapid rise in performance, which does not coincide with the relevant lecture or laboratories, but coincides with a relevant homework set. In particular, the rapid rise begins on quarter day 38 and the relevant lecture occurred on day 30. Attendance is 60% in which an explicit example was presented with the same combination of resistors and a closely related demonstration. There were two weeks of laboratories on circuits including multiple loop circuits, on days 28–30 and 33–35. The relevant homework assignment was due on day 39 and included three problems on multiple loop circuits, including one very similar to the question in Fig. 10. Because the homework was online, we looked at electronic records of students’ homework activity and found that over 60% of the students completed the relevant problems within 2 days of the deadline. By comparing the performance before the relevant homework, from days 1–37, to the performance from days 38–43 (during and just after when homework was due), there was a significant difference in performance, $\chi^2(1) = 29.6, p < 0.001$, and $d = 0.86$. Thus, it is likely that the
homework is the cause of the large and rapid rise in performance and not traditional lecture or laboratory.

The second notable feature of the response curve in Fig. 10 is the decrease in performance over the time of several days to 1 week. In particular, the average score from days 38–43 (during and just after the homework was due) was 66%, which is significantly greater than the score from days 44–49, several days to 1 week after homework, \( \chi^2(1) = 3.8, p=0.05, \) and \( d=0.37. \) This finding is consistent with the result in Ref. 1, suggesting that the student performance can decrease significantly over even 1 day. A more precise parameterization of the decay time requires more careful modeling.

The example in Fig. 11 yields a response curve for the average of a collection of four similar questions about the electric potential resulting from two charges of the same or opposite signs. The results are similar to the first example in that there is a sudden rise in performance that coincides with the homework and not with lecture or laboratory. In particular, there is a distinct rise in performance on day 20, while the relevant lectures (attendance is \( \sim 70\% \)) occurred on days 16 and 18, and the relevant homework was due on day 21. More than 65% of the students completed the relevant homework problems less than 2 days before the homework was due. In particular, by comparing the performance before the relevant homework, from days 1–19 to the performance for days 20–25 (during and just after when homework was due), there was a significant difference in performance, \( \chi^2(1)=30.5, p<0.001, \) and \( d=0.8. \) Two other features are worth noting. One is the dip in performance around day 42, which is likely due to an interference effect because the vectorlike responses peaked at this time. There is an increase in performance on day 48, which coincides with a review homework assignment in which a question about the electric potential from two charges is asked. Thus, it appears that this increase in performance is due to the review homework.

These two examples provide striking evidence that the increase in performance was not due to what students learned in the traditional lectures, but what they learned by doing homework with immediate feedback.

**IX. CONCLUDING REMARKS**

We found significant changes in student scores on simple conceptual questions on both the day and week time scales over the duration of a course. We represented the results as response curves of average score verses time and found four basic patterns with associated simple causes for each pattern. The flat pattern indicates that there is no change even when change might be expected from instruction. The flat curves in this paper and other flat curves found in the study appear to be at ceiling or floor. This pattern can be simply explained by the possibility that the students were significantly above ceiling or below floor. Another simple explanation is that the instruction itself is ineffective, and the existence of a flat response only at ceiling or floor is a coincidence. Whether the flat responses are due to the nature of the question or instruction or both remains open.

For the step-up pattern, there is a sudden increase often on the scale of days, coinciding with an instructional event and with a plateau lasting the remainder of the course. Because forgetting is such a ubiquitous phenomenon, it is unexpected for there to be an (apparently) unchanging plateau after instruction. This plateau might be due to a long decay time, or to the possibility that the topic is constantly practiced at some level; the plateau presumably represents a ceiling in performance.

Another response pattern is a relatively rapid increase, followed by a significant decrease. This peak can happen on the time scale of days or weeks. This response highlights the fact that student performance can change both up and down rapidly over a range of time scales. The increases shown in this study were coincident with instruction, and the decreases may be due to forgetting, explicit interference from a related topic or some other factors. The reason why some scores decay in days, some in weeks, and some not at all is subject to further study. One possibility for why a particular score rises and decays is that the students initially have a strongly held misconception, which is only temporarily changed during instruction.

The fourth type of response is a rapid decrease in score that coincides with the learning of a related topic. For the examples we have discussed, we argue that this type of response is likely due to interference.

Although this study only examined the evolution of scores on simple conceptual questions and did not address the evolution of problem solving skills, for example, the results of this study have several implications for instruction beyond what has been learned from pre- and post-testing.
First, the potential for rapid changes in scores, especially peaks in performance, indicates that pre- and post-testing does not always characterize the evolution of student learning adequately and may give misleading information to the instructor.

Second, given the knowledge that student understanding can rapidly peak for a particular topic, even if only momentarily, instructors might be able to adjust instruction to extend the peaks. For example, there are several studies indicating that repeated and appropriately spaced practice can dramatically increase retention.37–39

Third, knowledge of how one topic, such as electric and magnetic fields, can interfere with understanding of another similar topic, such as the electric potential field, can help instructors adjust their instruction to address this issue. Evidence of interference is an example of the power of high resolution information. Accurately measuring when the interference occurs aids in the identification of the specific interfering topic. Examining the dynamics of student models of understanding is a rich topic for further study.

Finally, it can be very useful to know when student understanding improves during the course, and what instructional events caused this understanding to occur. In this paper, the increases in performance happened only directly after homework (with feedback) and not directly after traditional lecture or laboratory. This difference is another reason to reconsider the value of traditional lectures and laboratories. This design is well suited to test the effect of a particular instructional method or curricular change used at a particular time in the course.
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Buoyancy Balance. Chemists, who do careful weighing, know that we live at the bottom of a sea of air, and that a buoyant force equal to the weight of the air displaced by a body acts upward on it. Because the density of air is small, the buoyant force is also small. To demonstrate this effect, a glass balloon is placed on one end of a small equal arm balance placed under a bell jar. When the air surrounding the balloon is pumped out, the buoyant force is removed, and the balance tilts. This demonstration of the buoyant effects of the atmosphere, ca. 1900, at Denison University in Granville, Ohio is unmarked. (Photograph and Notes by Thomas B. Greenslade, Jr., Kenyon College)